
Ind3D: Enforcing Inductive Bias in 3D Generation
from Geometric, Physical, Topological, and 

Functional Perspectives

CVPR 2025 Workshop
6/12/2025



Invited Speakers



Foundation model era

Scaling-up is the Key



Inductive bias is not important

LEAP [Jiang et al. 24] shows that Transformers learn epipolar geometry

LVSM [Jin et al. 25] Rayzer [Jiang et al. 25]



Line structures are not preserved

Perspective geometry is not preserved

[Sarkar et al. 24]



Lack of 3D data
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Many 3D inductive biases

• Physical feasibility

• Topological priors (e.g., connected, #holes)

• Geometric priors (e.g., part/deformation 
structures)

• Function priors (e.g., interactions of humans)



Network Design

TutteNet 
[Sun et al., CVPR 24]  

CoFie 
[Jiang et al., NeurIPS 24]VectorNeuron 

    [Deng et al., ICCV 21]

Spherical CNNs
[Esteves et al. 18]



GenCorres [Yang et al. 23]
GenAnalysis [Yang et al. 25]

Regularization Losses

ARAPReg [Huang et al. 21], 
GeoLatent[Yang et al. 23]

DNERF [Pumarola1 et al. 20]

[Mezghanni et al. 21.22



Organizers
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